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Introduction

As studied by the data usability research area [Hunter et al., 2003], the content and quality of a dataset provided by a geodata producer do not necessarily suit to the application planned by a user [Grum and Vasseur, 2004]. Neither does the structure of the dataset [Balley, 2005]. Before exploiting data, the user needs metadata to understand the ‘production structure’, the ‘application structure’ and their inconsistencies. He also needs structure adaptation facilities to pre-process the dataset. If data and application are distributed over the Web, this adaptation must be fluent and automated. 

A dataset structure is a complex notion that is difficult to grasp and to formalise within a metadata framework. Moreover, ‘production structures’ and ‘application structures’ are usually described by different kinds of metadata. This paper studies existing structure description models and some required enrichments in the purpose of structure adaptation. The first section gives our definition of a dataset structure. The second section reviews standard description models dedicated to ‘production structures’, also called source structures. The third section focuses on description models dedicated to the description of ‘application structures’, also called target structures. The fourth section concludes with possible enrichments to assess and run more easily the necessary pre-processing step preceding data exploitation

1. What is a dataset structure? 

We call a dataset structure the set of schemas and rules characterising a dataset at every abstraction level.

· the semantic level describes the real world concepts represented in the data, 

· the conceptual level describes how entities from the real world are represented, independently of any platform, in terms of object classes and relations between objects, 

· the logical level describes the organisation of information within a data management platform (e.g. PostGIS DBMS, ArcGIS software, a Java software based on the GeoTools API, etc.), 

· the physical level describes the organisation of information within storage files (e.g. Shape or GML files).

A spatial dataset results from a time-consuming representation process followed by the data producer. During this process, successive choices are made for categorising real world entities, selecting those that have to be represented as features in the database, modelling these entities as features, and implementing these objects into a data management platform. Figure 1 represents the entire process.
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Figure 1: From real world entities to a spatial dataset: four representation steps precede data capture.

As indicated by dotted rows, each step of the representation process is documented in one or several elements: 

· the categorisation step is documented in an ontology of real world concepts (e.g. the ‘road’ concept) composing the ‘universe of discourse’,

· the modelling step is documented in a conceptual data schema
 defining classes (e.g. the ‘road section’ class), attributes and relations,

· the selection and modelling steps are documented in rules stating how to select real world entities (e.g. only main and secondary roads), how to observe them (e.g. the road centreline), how to represent them as spatial features compliant with the conceptual schema (e.g. polylines sectioned at crossroads) and the consistency constraints these features must respect (e.g. crossroads must have at least one incoming and one outgoing edges),

· the implementation step is documented in a logical schema, e.g. a list of relational tables and their columns, a list of java classes and their fields, or a list of GML abstract feature types and their attributes,

· the implementation step is also documented in a physical schema, e.g. a list of Shape or GML files and their components.

Every element of the previous list takes part in the description of a dataset structure. Section 2 reviews existing models enabling to formalise these description elements. 

2. How to describe a source dataset structure?
2.1 Existing models

Data producers precisely describe the structure of their products in textual documents named data specifications. They do not constitute usable metadata: they are rather heavy and technical, and are not integrally provided to end-users. Furthermore, form and content of these documents are variable, making the comparison between the structures of two different datasets difficult. Some models are proposed to partly formalise data specifications [Gesbert, 2004][Christensen, 2006]: they focus on the domain ontology, capture rules and conceptual schema. 
Apart from integrally reading informal specifications, there is no way discovering a dataset structure as a whole. As described below, the scope of existing model is limited to a part of the dataset structure. Since they are increasingly used, we particularly insist on ISO standard models (ISO19131 – data product specification, ISO19115 – metadata, ISO19109 – application schema, ISO19107 – spatial schema and ISO19110 – feature cataloguing). 

Firstly, no standard model describes relevant categories of real world entities: ISO19131 proposes to gather them together with “any useful information” in a free text field. ISO19115 proposes a list of keywords to describe the overall content of the dataset (the topicCategory field of the MD_DataIdentification package). ISO19110 enables to precise textually which real world concepts are covered by every dataset feature type, but this is a bottom-up approach which only describes the modelling step (and not the categorisation step).

Rules of selection, observation and representation of real world entities into data set features can only be described in the free text fields of the ISO19131 and ISO19110 models. More specifically, the ISO19131 DPS_DataCaptureInformation textual field is dedicated to observation and transformation rules.

The dataset conceptual schema can be represented in details via the ISO19109 general feature model. It enables to define UML-based conceptual schemas using the stereotypes of GF_FeatureType, GF_AttributeType, GF_AssociationType and GF_InheritanceRelation. GF_FeatureTypes may have associated GF_Constraints describing capture rules, especially consistency rules. However, no rule description language is proposed: the user can only use free text or an existing language such as the Object Constraint Language (OCL). GF_AttributeTypes may refer to simple value types (string, integer, etc.), to other GF_FeatureTypes or to spatial data types defined in the ISO19107 standard (e.g. GM_Linestring, GM_CompositeSurface or TP_DirectedEdge). Dataset conceptual schemas can also be described through non-standard models such as MADS [Parent et al., 2006], GeoUML [Bedard et al., 2004] or CONGOO [Pantazis et al., 1996]. They have several avantages: the first two models have a dedicated CASE tool, whereas the last one defines an extensive set of operational topological constraints (i.e., constraints defined at conceptual level and translatable at lower abstraction levels). 

There is no generic standard model to describe data logical schemas, but a standard schema is proposed through the OGC feature specification and the simple feature implementation specification
. In the specific case of GML implemented datasets, the GML Application Schema enables to describe the logical schema. The base element of a GML Application schema is the AbstractFeatureType. 

ISO19115 metadata model, through the EnvironmentDescription field of the MD_DataIdentification package and the MD_Format package, enables to describe physical schemas but do not propose any description formalism. 
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Figure 2: Data structure description by existing models

Figure 2 summarizes the previous enumeration. Each block of the data structure is followed by the name of the model(s) dedicated to its description. This summary highlights the lack of: 

· a formal standard solution to describe categorization and modelling choices, 

· an integrated framework to describe data structure elements altogether.

2.2 An integrated model

As shown in the previous section, dataset providers wishing to publish a data structure can either provide informal textual specifications, or build separate description blocks mixing standard and non-standard formal models. In both cases, it is difficult for the producer to expose the structure in a simple and consistent manner and for the potential user to understand the data structure and to assess its usability. 

Considering that a global description is necessary to choose and adapt data structures, we have proposed a generic integrated description model whose kernel is represented on figure 3 [Balley et al., 2006]. Grey classes relate to elements that are independent from the considered dataset but participate to its structure.
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Figure 3: An integrated description model for data structures 

This model maps elements of different abstraction levels: 

· conceptual schema elements (e.g. a classe) correspond to real world concepts via previously described capture rules, that are specific to the dataset, 

· logical schema elements (e.g. a relational table) correspond to conceptual schema elements via projection rules specific to the chosen data management platform, 

· physical schema elements (e.g. a file) correspond to logical schema elements via encoding rules specific to the chosen format.

We do not propose any new formalism to describe each of these levels: our model can be specialized by any model listed in the previous section to represent the ontology or data schemas. In our application purpose, we have specialised our model with the ISO19109 general feature model, the OGC-compliant model of the GeOxygene platform
, and we have specified correspondent mapping rules. 

The present section has defined the notion of source data structure and reviewed its description models. Potential data users exploit these descriptions to evaluate available datasets against the requirements of their applications and data processing tools, i.e. against target data structures. This is the topic of the next section.
3. Target data structures
3.1 What is a target data structure ?

In this section, we consider an application planned by the user (e.g. mapping, map generalisation or itinerary planning) and implemented processing tools used by an application (e.g. a specific route processing software or a data portrayal web service). As exposed in [Bucher and Balley, 2007], applications and processing tools produce constraints regarding the structure of the input data. We call a target structure a data structure that fulfils these requirements. The main kinds of structure requirements are described below. Each item is illustrated with the example of an itinerary planning application and an associated route processing tool. 

Firstly, the user manipulates specific concepts, e.g. the concept of road network. This produces requirements related to the very application domain, on the ontology of real world entities represented by the input dataset. The following requirements rather relate to processing tool associated with the application. 

Secondly, the tool must read the data. This produces requirements on the input physical schema. For example, the route processing tool may require data organized in two shape files named edge.shp and node.shp.

Thirdly, the tool must load the data into a “processing schema”. This produces requirements regarding the input logical schema. For instance, the route processing tool may have to load into a java collection features composed of an identifier, a GM_linestring geometric primitive named geom and a float attribute named weight. 

Fourthly, the application manipulates data by assigning a role to each input element. For instance, the weight attribute of the edge features is used as a speed indice by the route processing tool for selecting shortest paths. The process would give irrelevant results if the weight attribute of input data figured a daily number of drivers. This kind of requirement constrains the semantics of input data, i.e. the conceptual schema and the corresponding real world entities.

Fifthly, the tool relies on algorithms that were designed with their own constraints. For instance, the route processing algorithm only processes planar connected graphs. The process also runs on a platform that has its own grammar rules, e.g. that does not support composite geometric primitives. Such constraints mostly regard the capture rules and format of the input dataset.

Lastly, the tool may have some undesirable behaviour the developer himself was not aware of. For instance, the route processing tool may fail if any edge has a null weight attribute. Like the previous one, this implicit requirement mostly deals with the capture rules of the input dataset.

The six kinds of requirements listed above make up the target structure of a processing tool. 

3.2 How to describe a target data structure?

Target structures are not described through models dedicated to data, but through models dedicated to applications and tools enabling to express the requirements listed in the previous section. Many tools are described orally by their developer, or in a textual how-to. This is the most common case for highly technical tools, and for ‘local’ tools deployed within an organization [Abd-el-Kader and Bucher, 2006]. However, as soon as a tool is deployed on the Web and can be invoked by any user or any other tool, it must be more formally described. That is why most of the description models reviewed in the following list are dedicated to Web services. 

The OWL
 model enables to build ontologies describing the application-specific concepts manipulated by the processing tool. 

The WSDL
 model provides the minimal service description required to invoke a Web service. It defines the name and the type of input variables. It can be semantically annotated via WSDL-S statements concerning the input and output roles and the service preconditions in a free format [Akkiraju et al., 2005]. In any case, it is not rich enough to describe complex types such as datasets.  

The OGC WPS (Web Processing Service) specification describes web services that process geodata. The ‘ComplexData’ data type used for describing the data input is specified by three elements: the dataset format, encoding and schema. The latter references an XML document, e.g. a GML logical schema. 

OWL-S
 is the preferred model to describe services on the semantic Web. the description comprises a general presentation (‘service profile’), a semantic definition of inputs, outputs, service preconditions and effects (‘service model’), and operational information relying on WSDL to invoke the service (‘service grounding’). The ‘service model’ field is being enriched and formalised to enable automatic discovery and chaining of services [Lemmens, 2006], notably by means of input roles descriptions. 

Some other initiatives (WSMO
, WSPEL
, etc.) could be listed, but they focus on service execution rather than service description. 

Figure 4 summarises the main listed models associated with the requirements they can express (on the right), and the levels of source data structure they constrain (on the left). As shown on the figure, there is no description model enabling to express all the requirements. Currently, tool users have to discover implicit input requirements by themselves, in asking the application developer or in testing the tool on his own data and analysing the outputs and error messages.
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Figure 4: Relations between the description of the input structure requirements of a processing tool and the description of a source data structure.
4. Conclusion: from structure description to structure adaptation

Sections 1, 2 and 3 have introduced notions of source and target data structures. Standard description models have been reviewed: there is neither a global structure description model nor a bridge between source and target structure descriptions. This hampers the adaptation of a dataset to the planned application. Indeed, this adaptation requires: 

· to understand source and target structures, 
· to match both descriptions, 
· to assess the restructuration process required to make the source data fit the target structure, 
· to run the restructuration process. 
In a previous work, we have proposed a global model dedicated to source data structures. We also have designed a global restructuration process driven by structure metadata and by conceptual schema transformations specified by the user on a UML-like graphical interface [Balley et al., 2006]. 

To go further, we need to design a model of structure requirements compliant with our structure model and rich enough to capture the knowledge from applications and tool developers. Then, our restructuration process could be exploited in a pre-processing step for users wishing to adapt source data to a processing tool. 
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� Conceptual data schema are often called conceptual data models in the GIS field


� http://www.opengeospatial.org/standards/as


� GeOxygene is a Java object-relational platform developed at COGIT laboratory. It is available under the LGPL licence at http://oxygene-project.sourceforge.net


� http://www.w3.org/TR/owl-features/


� http://www.w3.org/TR/wsdl


� http://www.w3.org/Submission/OWL-S/


� http://www.wsmo.org/


� http://docs.oasis-open.org/wsbpel/2.0/OS/wsbpel-v2.0-OS.html





